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Background

 3D Semantic Segmentation
• Assign a class label to each data point in the input data

• Help the cars understand the environment, so as to make better decision planning

Behley, Jens, et al. "Semantickitti: A dataset for semantic scene understanding of lidar sequences." ICCV. 2019.



Tunnel Night

Motivation

 Camera-Based Methods
• Dense information (i.e., texture and color)

• Easily disturbed by light (i.e., darkness and overexposure), cause safety issues



Motivation

 LiDAR-Based Methods
• Highly robust to light variations

• Sparse information, cannot distinguish objects with similar shape
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Perceptual Projection (Ours)Spherical Projection

Method

• Existing methods project image into point cloud space for processing, and lose a lot of image perception 

information (texture, shape)

 Perception-Aware Loss

• We project the point cloud into the image space and performing feature fusion



Method

 Perception-Aware Loss

Projected Point Cloud Confidence Map

Advantages: Enable the use of dense information of image

Disadvantages:  Only capture local feature, because point cloud is very sparse

RGB Image Confidence Map



Method

Segmentation Results

Definition of Entropy

Perceptual Confidence

The perceptual confidence 

�𝐂𝐂 = 𝟏𝟏 − �𝐄𝐄Perceptual
Difference
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Perception-aware loss

 Perception-Aware Loss
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Method

 Residual-Based Network

Residual fusion module

• Fusion feature is the supplement of the original LiDAR feature

Attention module

• Remove the noise of fusion features, because the image feature is easily be affected by light 



Method

For 𝑙𝑙-th fusion module, we have

�
𝐅𝐅𝑙𝑙
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑙𝑙([ �𝐅𝐅𝑙𝑙;𝐅𝐅𝑙𝑙])

𝐅𝐅𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜 = �𝐅𝐅𝑙𝑙 + 𝜎𝜎 𝑔𝑔𝑙𝑙 𝐅𝐅𝑙𝑙
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ⊙ 𝐅𝐅𝑙𝑙

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

where
�𝐅𝐅𝑙𝑙 denotes the features from the LiDAR-stream, 𝐅𝐅𝑙𝑙 denotes the features from the camera stream,
𝐅𝐅𝑙𝑙
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 denotes the fused features, 𝐅𝐅𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜 denotes output features, ⋅;⋅ denotes the concatenation operation,
𝑓𝑓𝑙𝑙(⋅) and 𝑔𝑔𝑙𝑙 ⋅ denote the convolutional layers, 𝜎𝜎 ⋅ denotes the sigmoid function

 Residual-Based Network



Experiment

 Results on SemanticKITTI : 
- Day Scenes

- Only 90° Front View

- 64 Lines LiDAR

(~35k pts/frame)



Experiment

 Results on nuScenes 
- Day & Night Scene

- 360° View

- 16 Lines LiDAR

(~35k pts/frame)



Experiment
 Adversarial attack experiment



OursImages Image-Based Results

Experiment
 Adversarial attack experiment



Experiment

Table. Ablation study for network components on SemanticKITTI validation set. PP denotes perspective projection. RF 

denotes residual-based fusion module. PL denotes perception-aware loss. The bold number indicates the best result.

• Perspective projection brings 5.9% improvement over spherical projection with multi-modalities inputs, but only 

0.4% improvement with LiDAR only input

• Residual-based fusion modules bring 2.0% improvement to the network

• Perception-aware losses improve the performance of the network by 2.2% in mIoU

 Ablation Study



Experiment

• Perception-aware losses help the LiDAR-stream to capture the perceptual information from the images

• With perception-aware losses, PMF generates dense predictions that combine both benefits of the images and point 

clouds

(a) Predictions of Car without PL (b) Predictions of Car with PL

 Ablation Study of Perception-aware Loss



Thanks for Listening
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